
Love Data Week 2023; RDM in practice; 2023-02-15

RDM in practice:

Best practices for (small) computational projects

Oliver Melchert1,2

1Leibniz Universität Hannover, Institute of Quantum Optics

2Leibniz Universität Hannover, Cluster of Excellence PhoenixD

(EXC 2122, projectID 390833453) 



Love Data Week 2023; RDM in practice; 2023-02-15

Introduction / Outline
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▪ Introduction

‣ 15y of experience with computational projects

‣ Researcher in nonlinear optics

‣ Modelling + code development + simulation & analysis


▪ Outline

‣ Day-to-day organisational challenges 

‣ Further data-management activities

➡ 13 best practices + other coping mechanisms

➡ Illustrated by means of a project completed in 2022

as the forward model for the analytic signal including third-
harmonic generation (implemented as model FMAS THG).

Additional simplification of the nonlinear term is possible by
approximating �(!) ⇡ !n(!0)/c for a reference frequency !0,
and by expressing the nonlinear susceptibility � through the
nonlinear refractive index n2 as � = 8

3 n(!0)n2. Then, Eq. (7)
can be written in the form [23, 56]
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yielding a simplified forward model for the analytic signal (im-
plemented as model FMAS S).

The Raman e↵ect is incorporated by augmenting the nonlin-
ear part in the form [23, 56]
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represents convolution with a generic two parameter Raman re-
sponse function h(!). The latter implements an approximation
by a single-damped-harmonic oscillator with parameters ⌧1,2.
For example, for silica fibers adequate values are fR = 0.18,
⌧1 = 12.2 fs, and ⌧2 = 32 fs. More specific expressions for
the response function h(!) might of course be used, see Ap-
pendix C. Equation (9) comprises the simplified forward model
for the analytic signal including the Raman e↵ect (implemented
as model FMAS S R).

A feature common to the models implemented by
Eqs. (5, 7, 8, 9) is that they conserve the quantity

Cp(z) =
X

!>0

!�1
|E!(z)|2, (11)

which is related to the classical analog of the photon number
[20, 22, 19]. Subsequently, we consider Eq. (11) to assess the
accuracy of our numerical simulations.

3. Computational problem solved by the software

The computational problem solved by the provided software
is an initial value problem, consisting of the propagation of a
complex-valued field E(z, t) along the propagation coordinate
z on a periodic t-domain of extend T = 2tmax, governed by a
nonlinear partial di↵erential equation (PDE) of first order, i.e.

@zE(z, t) = LE(z, t) + N (E(z, t)) , z � 0, |t|  tmax, (12a)
E(z,�tmax) = E(z, tmax) z � 0, (12b)
E(z, t)|z=0 = E0(t) |t|  tmax. (12c)

In Eq. (12a), L and N are linear and nonlinear operators, re-
spectively. Equation (12b) specifies the boundary conditions,
and Eq. (12c) specifies the initial condition. Taking the Fourier
transform of Eq. (12a) we obtain the equation

@zE!(z) = L̂(!)E!(z) + N̂(z), (13)

where E!(z) = F [E(z, t)], L̂(!) = i�(!), and N̂(z) =
F [N (E(z, t))]. The models defined by Eqs. (5, 7, 8, 9), are
conveniently expressed in the generic form of Eq. (13), see
Tab. 1, which allows for e↵ective pseudospectral implementa-
tions. The z-propagation algorithms implemented in py-fmas

are discussion in sec. 4 below.

Table 1

List of models implemented in py-fmas. Propagation equations are specified
using the frequency domain representation of their linear (L̂(!)) and nonlinear
(N̂) operators in the form of Eq. (13).
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4. Implemented algorithms

A commonality of the above models is that their linear sub-
problem can be solved by direct integration. That is, if only the
linear part of Eq. (13) is nonzero, an exact solution is given by
E!(z) = Plin(z)E!(0). In the latter,

Plin(z) = eL̂(!) z (14)

is the exact linear propagator for advancing E! under the action
of the linear operator. In this case, a solution to Eq. (12a) can be
computed as E(z, t) = F�1 [Plin(z) F [E(0, t)]]. All propagation
schemes implemented in py-fmas module solver exploit the
above property.

To advance a field for a single step along a discrete z-grid,
three fixed-stepsize algorithms are implemented. These are the
simple split-step Fourier method (SiSSM; sec. 4.2), symmet-
ric split-step Fourier method (SySSM; sec. 4.3), and integrat-
ing factor method (IFM; sec. 4.4). py-fmas also implements
two adaptive stepsize algorithms, referred to as the local er-
ror method (LEM; sec. 4.5) and the conservation quantity error
(CQE; sec. 4.6) method, where a single step of extend �z pos-
sibly requires several substeps of the solver. Both methods aim
at choosing the largest possible substep size that satisfies a pre-
scribed error bound.

4.1. Available z-stepping formulas
A z-stepping formula implements the algorithmic procedure

to advance a field for a single step from position z to z + �z.
This is important for solving the nonlinear subproblem of the
considered models. Let zn and yn be the z-position and field
after step n, then taking a single step can be abbreviated as

yn+1 = P( f , zn, yn,�z), (15)
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[OM, A. Demircan; SoftwareX 20 (2022) 101232]
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Where do I get my data - typical project life-cycle

Model

Numerical method

Numerical 
Data

Experimental 
Data

Application domain

(Physics)

Mathematics

&


Computer science

Experiment

Publication

Code

this is where I spend 
most of my time
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What motivates data-management for me?
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PERSPECTIVE

Reproducible Research in
Computational Science
Roger D. Peng

Computational science has led to exciting new developments, but the nature of the work has
exposed limitations in our ability to evaluate published findings. Reproducibility has the potential
to serve as a minimum standard for judging scientific claims when full independent replication of a
study is not possible.

The rise of computational science has led to
exciting and fast-moving developments in
many scientific areas. New technologies,

increased computing power, and methodological
advances have dramatically improved our ability
to collect complex high-dimensional data (1, 2).
Large data sets have led to scientists doing more
computation, as well as researchers in computa-
tionally oriented fields directly engaging in more
science. The availability of large public databases
has allowed for researchers to make meaningful
scientific contributions without using the tradi-
tional tools of a given field. As an example of
this overall trend, the Sloan Digital Sky Survey,
a large publicly available astronomical survey
of the Northern Hemisphere, was ranked the most
cited observatory (3), allowing astronomers with-
out telescopes to make discoveries using data col-
lected by others. Similar developments can be
found in fields such as biology and epidemiology.

Replication is the ultimate standard by which
scientific claims are judged. With replication,
independent investigators address a
scientific hypothesis and build up
evidence for or against it. The scien-
tific community’s “culture of replica-
tion” has served to quickly weed out
spurious claims and enforce on the
community a disciplined approach to
scientific discovery. However, with
computational science and the corre-
sponding collection of large and com-
plex data sets the notion of replication
can be murkier. It would require tre-
mendous resources to independently
replicate the Sloan Digital Sky Sur-
vey. Many studies—for example, in
climate science—require computing power that
may not be available to all researchers. Even if
computing and data size are not limiting factors,
replication can be difficult for other reasons. In
environmental epidemiology, large cohort studies
designed to examine subtle health effects of en-
vironmental pollutants can be very expensive and

require long follow-up times. Such studies are
difficult to replicate because of time and expense,
especially in the time frame of policy decisions
that need to be made regarding regulation (2).

Researchers across a range of computational
science disciplines have been calling for repro-
ducibility, or reproducible research, as an attain-
able minimum standard for assessing the value of
scientific claims, particularly when full independent
replication of a study is not feasible (4–8). The
standard of reproducibility calls for the data and
the computer code used to analyze the data bemade
available to others. This standard falls short of full
replication because the same data are analyzed
again, rather than analyzing independently col-
lected data. However, under this standard, limited
exploration of the data and the analysis code is
possible andmay be sufficient to verify the quality
of the scientific claims. One aim of the reproduc-
ibility standard is to fill the gap in the scientific
evidence-generating process between full repli-
cation of a study and no replication. Between

these two extreme end points, there is a spectrum
of possibilities, and a study may be more or less
reproducible than another depending onwhat data
and code are made available (Fig. 1). A recent
review of microarray gene expression analyses
found that studies were either not reproducible,
partially reproducible with some discrepancies, or
reproducible. This range was largely explained by
the availability of data and metadata (9).

The reproducibility standard is based on the
fact that every computational experiment has, in
theory, a detailed log of every action taken by the

computer. Making these computer codes avail-
able to others provides a level of detail regarding
the analysis that is greater than the analagous non-
computational experimental descriptions printed
in journals using a natural language.

A critical barrier to reproducibility in many
cases is that the computer code is no longer avail-
able. Interactive software systems often used for
exploratory data analysis typically do not keep
track of users’ actions in any concrete form. Even
if researchers use software that is run by written
code, often multiple packages are used, and the
code that combines the different results together
is not saved (10). Addressing this problem will
require either changing the behavior of the soft-
ware systems themselves or getting researchers
to use other software systems that are more ame-
nable to reproducibility. Neither is likely to hap-
pen quickly; old habits die hard, and many will
be unwilling to discard the hours spent learning
existing systems. Non–open source software can
only be changed by their owners, who may not
perceive reproducibility as a high priority.

In order to advance reproducibility in com-
putational science, contributions will need to
come from multiple directions. Journals can play
a role here as part of a joint effort by the scientific
community. The journal Biostatistics, for which
I am an associate editor, has implemented a pol-
icy for encouraging authors of accepted papers
to make their work reproducible by others (11).
Authors can submit their code or data to the
journal for posting as supporting online material
and can additionally request a “reproducibility
review,” in which the associate editor for repro-
ducibility runs the submitted code on the data

and verifies that the code produces the results
published in the article. Articles with data or
code receive a “D” or “C” kite-mark, respec-
tively, printed on the first page of the article
itself. Articles that have passed the reproduc-
ibility review receive an “R.” The policy was im-
plemented in July 2009, and as of July 2011,
21 of 125 articles have been published with a
kite-mark, including five articles with an “R.”
The articles have reflected a range of topics
from biostatistical methods, epidemiology, and
genomics. In this admittedly small sample, we

Data Replication & Reproducibility

Department of Biostatistics, Johns Hopkins Bloomberg
School of Public Health, Baltimore MD 21205, USA.

To whom correspondence should be addressed. E-mail:
rpeng@jhsph.edu
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Fig. 1. The spectrum of reproducibility.

2 DECEMBER 2011 VOL 334 SCIENCE www.sciencemag.org1226

on M
ay 16, 2021

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

[D. Peng; Reproducible Research in Computational Science; Science 334 (2011) 1226]

▪ Reproducibility is key!

‣ Standard by which scientific claims are judged

‣ Helps others to build upon my work

➡ Heightens the impact of my work

▪ Research data-management (RDM)

‣ The actions I take to make it easier for 

others to reproduce my work

➡ Good scientific practice
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User query on GitHub provided opportunity for concise project

▪ Requirements

‣ Modelling

‣ Software engineering

‣ Data analysis

➡ Code & data project


https://github.com
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Day-to-day organisational challenges

▪ Similar folder layout for all projects

‣ Data is easily searchable / findable

‣ Helps others to navigate your project

➡ Agree on standard of how to do this

▪ Best practice 03 - Project subfolders:

‣ Logical order within project subfolders

▪ Best practice 01 - Project root folder:

‣ Chronological order within "results" directories

➡ Reveals chronological order of project

Poor organisational choices can result in slow progress

[W. Noble; A Quick Guide to Organizing Computational Biology Projects; PLoS Comp. Biol. 5 (2009) e1000424]

▪ Best practice 02 - Readme file:

‣ Overview of project

‣ Amended throughout project life-cycle

➡ Valuable when you collaborate with others

➡ Basis for data management plan (DMP)
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▪ Best practice 04 - Keep it “tidy“:

‣ Well documented

‣ Modular

‣ Easy to read and use

➡ Agree on standards of how to do this

Day-to-day organisational challenges

▪ Best practice 05 - Filenames:

‣ Choose meaningful filenames

➡ Prevents accidental overwriting of files

➡ Reveals what data is contained in file

▪ Best practice 06 - Data format:

‣ Private data: Choose any data-format you fancy!

‣ Public data:  Choose format that can be read by many programming languages

➡ Good general choice for structured data: HDF5

[B. Lee; Ten simple rules for documenting scientific software; PLoS Comp. Biol. 14 (2018) e1006561]

https://www.hdfgroup.org
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▪ Best practice 07 - Metadata:

‣ Embed metadata within your files

‣ Include:


• Information about software environment

• "Natural language" description of data


‣ Ensure it can be read by humans and machines!

➡ Establishes data provenance

Day-to-day organisational challenges
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How to disseminate results prior to peer review?
▪ Best practice 08 - Post a preprint

‣ Establishes priority

‣ Broadcasts results early-on

‣ Allows for community feedback

➡ Permanent part of scientific record

https://arxiv.org/abs/2206.07526
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How to make code & data citable?
▪ Scientific content citation problem


There used to be no standards for content other than articles!

▪ Journals that support the FAIR principle:

‣ Findable, Accessible, Interoperable, Reusable

➡ Provides literature references for research artefacts

[OM, B. Roth, U. Morgner, A. Demircan; SoftwareX 10 (2019) 100275]
[OM, A. Demircan; SoftwareX 15 (2021) 100741]
[OM, A. Demircan; Comp. Phys. Commun. 273 (2022) 108257]
[OM, A. Demircan; SoftwareX 20 (2022) 101232]

(Open Access) (Open Access)
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How to make code accessible?
▪ Code availability problem


There are no standards that clarify how to make code available for others!

▪ Best practice 09 - Git[Hub/Lab]:

‣ Version control platform allowing to develop/share code 

➡ Helps making code externally available (repositories can also be kept private!)

➡ File size limitations: 100 Mb/file (Git), 2 GB/file (Git-LFS; Large File Service)

https://github.com

[Y. Perez-Riverol et al.; Ten Simple Rules for Taking Advantage of Git and GitHub; PLoS Comp. Biol. 12 (2016) e1004948]
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Do readers really want access to code?

‣ Do you consult public code? ‣ Aims when consulting public code

https://plos.org/open-science/open-code/
▪ PLOS Computational Biology survey (conducted in 2021)
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How to make code easily interoperable?

▪ Best practice 10 - Share on custom environment: 

‣ SoftwareX partners with Code Ocean

➡ Enables collaborative computational research

➡ Lets a user test your software without installing it

▪ Interoperability problem

https://codeocean.com/capsule/4658074

https://codeocean.com
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Set terms on which software might be used!

14

▪ Best practice 11 - Provide a license:

‣ Allows others to reuse your code

‣ Clarify who owns the intellectual property (IP) rights

➡ Facilitates access to software (as well as restricts it)

[A. Morin et al.; A Quick Guide to Software Licensing for the Scientist-Programmer; PLoS Comp. Biol. 8 (2012) e1002598]

▪ Example of how I did this for the discussed project

‣ IP owned by PhoenixD and me

‣ I use the MIT-license

‣ Licence header:

https://opensource.org



Love Data Week 2023; RDM in practice; 2023-02-15 15

How to make auxiliary data/media citable?

▪ Best practice 12 - DOIs:

‣ Establish provenance by using Digital Object Identifier (DOI) 

provided by data hosting platforms like Zenodo or figshare


➡ Allows to share code & data and make it citable via DOIs

➡ Provides storage and preservation strategy for your data

https://zenodo.org https://figshare.com

(max. 50 GB per data set)

Input Pulse Quantum Noise Models for the 
Generalized Nonlinear Schrödinger Equation
O. Melchert*, A. Demircan
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We present open-source Python tools for the accurate 
simulation and analysis of ultrashort pulse propagation in terms 
of the generalized nonlinear Schrödinger equation. We detail 
three input pulse quantum noise models and demonstrate how 
to assess the coherence properties of simulated spectra.

Phase diagram
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GNLStools.py

■  GNLStools.py [1] integrates well with py-fmas [2]

glob

grid

model
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solver

results

out_file.h5

Postprocessing

in_file.h5

Propagation constant: Raman response:

Forward and inverse Fourier transforms:

(Angular frequency detuning)

(Number of photons)

Pulse energy:

Conserves total number of photons [3]:

Random variables (RVs): RVs: RVs:

Semiclassical Models for Input Pulse Quantum Noise
■ Include weak classical noise through initial condition

■ Half a photon per temp. mode (on average)

■ Propagation constant detailed in [1,4]
■ 

■ One entire photon per mode (exactly)

■ Interpulse coherence [4]

■ Intrapulse coherence [5]

stochastic noise �eld 
■  Zero mean
■  Uncorrelated
■  Varies fast in comparison to u0  

■  Directly samples in time domain
■  Normally distributed noise amplitudes

■  Samples Fourier representation
■  Pure phase noise 

■  Samples Fourier representation
■  Normally distributed spectral amplitudes 

Noise �eld properties:

noise variance 

Model 3Model 2Model 1

■ Half a photon per mode (on average)

■ Discretization 

Supercontinuum Generation in a Photonic Crystal Fiber Coherence Properties of Simulated Spectra

=

■ Pulse carrier frequency

■ Number of photons

(Silica �bers)

▪ Auxiliary data/media availability problem

There are no standards that clarify how to make data available!
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How to claim ownership of your publications?
▪ Accurate attribution of scholarly research output problem

▪ Best practice 13 - ORCID: 

‣ Open Researcher and Contributor ID

➡ Provides unique, persistent identifier to researchers

➡ Creates permanent record or research (not limited to publications) https://orcid.org
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Do your very best — and talk [tweet] about it!
https://twitter.com
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Summary 

(EXC 2122, projectID 390833453) 

▪ RDM strategies helping to reproduce your work with ease


‣ Best practices related to


• Day-to-day organisational challenges


• Further data-management activities


• Quality control (not discussed)


‣ Agree on "how to do things" (when there are no RDM guidelines)


‣ Implementing these strategies takes time and effort


➡ Develop a culture that values RDM
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Backup 01 — Questions asked in previous talks

▪ Is Github a viable way to store data and what about self-hosted Git solutions (Gitlab etc.)?

‣ In principle yes, but it depends on the type of data

‣ I use it to host code, only!

‣ GitHub has file-size limits:


• it blocks pushes that exceed 100 MB

• Large file storage solution


‣ Zenodo (max. 50 GB per data set)


‣ Consider using seafile (quota depends on project)


‣ Large data: consider High-seas (file sizes up to TB)


[Y. Perez-Riverol et al.; Ten Simple Rules for Taking Advantage of Git and GitHub; PLoS Comp. Biol. 12 (2016) e1004948]

https://docs.github.com/en/repositories/working-with-files/
managing-large-files/about-git-large-file-storage

https://high-seas.projekt.uni-hannover.de/

https://seafile.projekt.uni-hannover.de/

https://zenodo.org/
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▪ Should the source code be made available to everyone and should it be licensed 
under open source licenses?

‣ Depends on the data management guidelines

‣ Why you should do it (in my opinion):


• Freely provided code, whatever the quality, enables others to engage with your work

• Making it available allows you to also cite it!


‣ If your data management guidelines allow to do so, use an open source license. Code is meant to be 
used exactly as it is written, so licenses help to avoid plagiarism issues! 

[N. Barnes; Publish your computer code: it is good enough; Nature 467 (2010)753]
[A. Morin et al.; A Quick Guide to Software Licensing for the Scientist-Programmer; PLoS Comp. Biol. 8 (2012) e1002598]

Backup 02 — Questions asked in previous talks
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▪ In what way should research data (raw data, code, I/O-parameters) be stored? 

‣ Store data in a way so that your results can be reproduced with ease!

‣ Find compromise between


• Cost in time: time it takes to reproduce data when given the code + parameters

• Cost in disk space: amount of space required to store all research data


‣ If you can afford to pay some cost in time, you can keep the cost in disk space pretty small

➡ Applies best to computer simulation studies

➡ In laboratory experiments: high cost in time often equals high cost in person-power; then you dont 

want to repeat experiments and keep all the data ... even if the whole experiment went wrong!

‣ Bugs are also research data!

➡ Document them very well and keep track of which program versions where prone to it!

Backup 03 — Questions asked in previous talks
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Backup 04 — When to not store data?
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▪ Best practice - Know what data to preserve:

‣ You have leverage to select what data to preserve! 

‣ Many files + single file can be reproduced quickly?

‣ Don't preserve the data, but keep a script that details 

how to reproduce it!

➡ Conserves space required to store the data

Example of when I don't store the data:

+ it takes < 30 minutes to reproduce the data!

www.fdm.uni-hannover.de/en

(Which data to keep long-term?)
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Backup 05 — Maintain a data management plan (DMP)
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[W. Michener; Ten Simple Rules for Creating a Good Data Management Plan; PLoS Comp. Biol. 11 (2015) e1004525]

▪ Best practice - Maintain a DMP:

‣ Describes how you treat data during the project

‣ Describes the roles and responsibilities of collaborators

‣ Covers entire project life-cycle


• Data collection

• Data organisation

• Quality control (we skipped this!)

• Data storage and backup (we also skipped this!)

• Data documentation

• Data preservation

• Sharing with others


‣ Might be used to evaluate a projects merit

‣ Basis for the DMP is usually the project Readme file! https://dmponline.dcc.ac.uk

▪ What is a DMP?

A DMP comprises all your data management activities ... in written form!
 www.fdm.uni-hannover.de/en


(Tools for developing a DMP)


